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® Al Workloads and Storage requirements

Agend a ®  Training & Fine Tuning

L Retrieval Augmented Generation (RAG)
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Bringing domain knowledge to LLMs
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Prompt Fine-tuning
engineering

In-context learning Learn new skills
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Retrieval
augmentation (RAG)

Learn new facts




Analytics + AI Training Pipeline
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AI Pipeline - Storage Requirements
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Unstructured Data Storage

Requirements

Training / Fine-Tuning Deployment/Inference

Ingestion: Bring raw training data to Azure B - Deployment: Model distribution and load times

Data Preparation: Integration with Spark, MosaicML, etc. B - Data Management: Model versioning, retention of inference

Training/Fine-Tuning: Data to GPU nodes, checkpoints to inputs and outputs

storage. Integration with PyTorch and other ML frameworks

Data Management: Secure & cost-efficient retention




Azure Storage: Multi-protocol, single
platform

pY Y Y Y
. . Iololo . S B
Eﬂ Object data CJ Analytics data oioiol File data File data
s . Filesystesm, Semi-structured HPC Data, Applications using Applications/workflows
erver Backups, Archive Data, ACL’s, Atomic File NFSv3 against large sequential  requiring SFTP support
Storage, Transactions read and write data sets

Hierarchical Namespace (HNS)

Common Blob Storage Foundation (FNS)

Object Tiering and Lifecycle AAD Integration, RBAC, ACL’s HA/DR support through
Policy Management Storage Account Security ZRS and RA-GRS




Azure Storage Solutions

Capacity 100s of PiB 10s of PiB 100 TiB 500 TiB 1PiB
Per;ormzlance Bandwidth >1Thps 100s of Gbps 10 Gbps 10 Gbps 512 Gbps
Scale
IOPS 100s of KTps 100s of KTps 100 KTps 800 KTps > 100 KTps
Latency <100 ms <10 ms 3-5ms <1ms <2ms
REST HDFS REST HDFS REST NFSv3 & SMB3* Lustre
Protocols NFSv3 SFTP NFSv3 SFTP NFSv4.1 (or) SMB  NFSv4.1 & SMB* sl
FUSE CSI FUSE CSI csl Csl
\_ _J




Training &
Fine-
tuning
with ADLS



Fine-Tuning Pipeline

Model
Ingestion Cleansing Preparation — Fine-Tuning pre-trained mOde| Deployment

& Inference

Fine T
N Training + Base Model Checkpoint L m,\jocl;;ed
Data Weights Data Weights

Cleansed
Data

Semi-Structured Data
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Training and Fine-Tuning

Scalable

Cost Effective

Multi-Protocol

Optimized for node-

Data Management

local access
PBs of data, Tbps of Tiered storage for Integrates well with BlobFuse2 with Blob index tags,
R/W throughput long-term retention analytics engines caching automated lifecycle
management
_ J -
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Demo:
Blobfuse2

perf
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Blobfuse2 (e we)

DATA'Al SUMMIT

High Throughput access
to Blob Storage

Easy to install and work
with PiB scale data

Open-sourced &
supported by Microsoft

Secure access to data

Mount Blobs
— directly on VM/PC —_
via Blobfuse

& Virtual Machine/PC

Blobfuse mount

Pod i

Persistent Volume claim

Persistent Volume

Blobfuse mount |

Mount Blobs via Blob l

CSl driver in AKS
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% Virtual File System Driver to
mount blob storage in your
computing environment

https://aka.ms/blobfuse

Azure Blob Storage

Blob Blob
Container Container



https://aka.ms/blobfuse

IOR Benchmark test for HPC systems

Objective

4 Cont&ier

Registry

ipupup
Azre

Kubernetes ADLS
Service

\I’

YhomUReye

\ 0% Azure Kubernetes Services VNET

%

DATA'AlI SUMMIT  https://github.com/hpc/ior
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Setup

/

\_

® D96ds and D96ads Spot VMs

350 AKS Pods

16,800 cores

® Blobfuse?2 via AKS CSI driver

® > 2 PiB working data

~

%



https://github.com/hpc/ior

IOR Benchmark Results

Sum Ingress and Sum Egress for build24blobfuse &

<+ Add metric v/ "Y Add filter m' Bar chart \/ [},1, Drill into Logs \/ [ New alert rule

[5] save to dashboard ‘\/ Do e

@ You have unsaved changes to the chart. You can save the chart back to dashboard or pin it as a new chart to the dashboard. S et u p

= build24blobfuse, Ingress, Sum & H = build24blobfuse, Egress, Sum @ ‘

m d D96ds and D96ads Spot VMS\

350 AKS Pods
16,800 cores

Blobfuse2 via AKS CSI driver

> 2 PiB working data

O e N ’

[ Ingress (Sum), build24blobfuse 2.2pis [l Egress (Sum), build24blobfuse 2.2PiB
DATA'Al SUMMIT
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Demo: Fine
Tuning with
Spot VM's

Special thanks to Wolfgang De Salvador!



Demo

DATA'Al SUMMIT
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RAG: Retrieval-Augmented Generation

Key Elements

Externalized knowledge
Orchestrator drives interaction

Prompts =
instructions + context + grounding data

Achieving quality results

Different workflows for different tasks
Evaluation & RAI

DATA'Al SUMMIT

B "%

App UX App Server,
Orchestrator
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Retrieval
System

Query >
Knowledge

Prompt + Knowledge
- Response

Data Sources

=
&



RAG

Domain Data
Collection &
Ingestion

Raw
Data
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Data
Cleaning

Cleansed
Data

Data

Vector DB

Embedding Similarity Prompt

Chunking Generation Search Augmentation

l

T l

Cleansed

data chunks Metadata

Secure Access

Storage

©2024 Databricks Inc. — All rights reserved

Inference +
Response

Model

Weights




Demo: RAG
walkthrough
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RAG (Demo implementation)

[ Vector Search J
g;?;i!c?o?a;a Data Data Embedding Similarity Prompt Inference +
: Cleaning Chunking Generation Search Augmentation Response
Ingestion
Raw [ Cleansed Chunked Base / Fine
Data Data 1 Data + Delta Table Tuned Model

Secure Access Weights

Managed through
Unity Catalog
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RAG on ADLS + Azure Databricks

= C X4 U

Multi-Protocol Low latency access Vector DB Freshness Security
Integration
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Demo 2:
Automatically
processing
change
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Azure Blob Storage is great for building Al Apps...
( Multi-protocol )

Blob API ADLS API NFS 3.0 SFTP

v
Training and Fine Tuning Inference: RAG based LLM Apps

Premium Blob

BlobFuse2 with Scaled Accounts ® 3x
‘ databricks o Foctor

Azure OpenAl
8.1 13.5 Azure Al Search p
PySparI§} @ Thps* Studio (Low Latency access)

’ w m > 3\& Change Change

3 Pinecone LangChain

Feed Notifications
Analytic Engines GPU Node-local
( Integrated ) Scalable Training) (AI tools Integrated) C Data Freshness )
Cost-effective Tiered HA/DR with ZRS and Entra ID integration, Lifecycle Policy
Storage RA-GRS RBAC, ABAC Management

( Common Blob Foundations )

*Peak throughput results from IOR Benchmark test for HPC systems: https://github.com/hpc/ior


https://github.com/hpc/ior

Key Takeaways

Ideal for Al Training and Fine Tuning

( Scalable ) ( Cost-effective )

with storage tiers and
automated lifecycle
management

to Exabytes of data and
many Tbps of
throughput

( Integrated ) ( Interoperable )

with analytics engines BlobFuse2 for seamless
for data preparation use in GPU clusters

Accelerates building RAG based LLM
Apps

( Integrated ) ( Interoperable )

ADLS, Databricks, OA, with vector DBs and
orchestrators with

SDK/tools

( Secure )

with Entra ID
integration, RBAC and
ABAC

( Low-Latency Access ) ( Freshness )

with Premium Blob with Blob change feed
Storage and change notifications
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Related sessions

Type Title Date/Time Location Speaker

Scaling Real-Time Kash Sabba —
Wednesday SL2 MSFT

Healthcare Data Processin _ _
for the Veterans Affairs R0 9:00 Room 202

Customer
Breakout Spencer Schaefer

- VA

Microsoft Confidential Computing in  Thursday South Esplanade Lindsey Allen -
Breakout Azure Databricks 12.30-1.10 Room 159 MSFT
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https://www.databricks.com/dataaisummit/session/scaling-real-time-healthcare-data-processing-veterans-affairs
https://www.databricks.com/dataaisummit/session/scaling-real-time-healthcare-data-processing-veterans-affairs
https://www.databricks.com/dataaisummit/session/scaling-real-time-healthcare-data-processing-veterans-affairs
https://www.databricks.com/dataaisummit/session/confidential-computing-azure-databricks
https://www.databricks.com/dataaisummit/session/confidential-computing-azure-databricks

Get access to the session demos on
GitHub!

Aka.ms/XStore-
DAIS2024



https://aka.ms/XStore-DAIS2024
https://aka.ms/XStore-DAIS2024
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