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We're entering the era of Al agents



Conversational agents

GITHUB COPILOT: CHAT & parse_expenses.py X G b L] ts
o GitHub Copiiot import datetime
Hi @monalisa, how can | help you? def parse_expenses (expenses_string):
2 *=*parse the list of expenses and return the list of triples (date, amount, currency
I'm powered by Al, so surprises and mistakes are possible, Make sure Iprore lines starting nth'l.
10 verify any e tod = S Saadback'se Parse the date using datetime.
Bt G o e oadl e = Example expenses_string:

2023-91-92 -34.91 USD
2023-01-03 2.59 DKX
2023-91-63 -2.72 EUR

B expenses = [)

for line in expenses_string.splitlines():
if line.startswith("#*):
continue

date, value, currency = line.split (= *)
(dateti etime.strptime (date, “Ny-Nm-%d®),
flost (value),
currency))

21 return expenses

expenses_dates = '''2023-91-82 -34.91 USD
2023-91-83 2.59 DRK
2023-91-03 -2.72 B

Github Copilot: https://github.com/features/copilot



https://github.com/features/copilot

Inline agents

SOURCE 342 Demo Snowflake

eorr only return trips started after 6pm on weekends @)

1 —select % from "DEMO, ."DEMOS"."CITIBIKE_TRIPS" Reject

1+SELECT
+FROM "“DEMO_DATA"."DEMOS". " CITIBIKE_TRIPS" o misleading; L arnmars,
+INNER JOIN “DEMO_DATA"."DEMOS"."CITIBIKE_STATIONS"

+ON "DEMO_DATA" . "DEMOS" . "CITIBIKE_TRIPS"."START_STATION_ID" = "DEMO_DATA"."DEMOS"."CITIBIKE_STATIONS"."STATION_ID"

+WHERE "DEMO_DATA"."DEMOS" . "CITIBIKE_TRIPS"."START_TIME" > '18:00:00"

+AND "DEMO_DATA"."DEMOS" . "CITIBIKE_STATIONS"."DAY_OF_WEEK" IN ('Saturday', 'Sunday')

Magic results may be incorrect

5T Dataframe v

dataframe

Hex Magic: https://hex.tech/product/magic-ai/



https://hex.tech/product/magic-ai/

Event-driven agents

Cleric first gathers context...

Investigation: 33721

L Getting context...

A\ I1ssue: Intermittent checkout failures reported by users
@ Du ion: 00:27
(& Status: In Progress

47 Severity: Unknown Owner: Willem Pienaar
Documents

No documents found yet

Root Cause

Cleric: https://cleric.io



Autonomous agents

copilot-workspace.githubnext.com

& org/repo
Issue Issue #6 Files changed 2

Specification src/pages/home/index.jsx

} else if (event.key 'ArrowDown') {
newPaddle2.y +
if (newPaddle2.y > 160) newPaddle2.y = 160;
} else if (event.key AW UYL
newPaddlel.y -= 5;
if (newPaddlel.y < @) newPaddlel.y =
° Add Al player logic for paddle 1 that } else if (event.key 1s') {

blocks the ball 95% of the time newPaddlel.y += 5;

src/pages/home/index.jsx

@ Remove logic for player control of if (newPaddlel.y > 16@) newPaddlel.y = 160;

paddile 1 ¥
setPaddlel(newPaddlel);

+ Additem setPaddle2(newPaddle2) ;
¥
[® src/pages/ e/styles.css
const AI = (ball, difficulty) => { // Pfae5

@ style paddie 1 with a purple fill let paddleY = 76;

1 Additem if (difficulty ‘easy') {

/] e AI fol the ball with delay and error

) paddleY = ball. (Math.random()
Add file to plan

Implementation

src/pages/home/styles.css

mayapolarbear created a pull request #7
.paddle-1 {

background-color: var(--purple);

Github Copilot Workspace: https://githubnext.com/projects/copilot-workspace



https://githubnext.com/projects/copilot-workspace
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How do we build these types of agents?



AGENTS ARE SYSTEMS NOT MODELS
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Agent System
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Let's talk about models



Open source models are lagging

Operating System

gpt-4

Database claude-2
claude

gpt-3.5-turbo

text-davinci-003

claude-instant

chat-bison-001

Knowledge o

] . ) text-davinci-002
h n h

Shopping \ Grap codellama-34b

vicuna-13b
llama-2-70b

/ ' llama-2-13b 0SS LLMs
~/Digital

Card Game dolly-12b
- chatglm-6b

Lateral Thinking Puzzle

B gpt-4 (0613) I chat-bison-001 llama-2-13b
claude-2 m llama-2-70b BN vicuna-13b-v1.3 3 4

gpt-3.5-turbo (0613) MMM codellama-34b-instruct dolly-12b AgentBench Overall Score

(a) Typical LLMs’ AgentBench performance (b) Overall scores of AgentBench across 8 environ
(Relative) against the best in each environment -ments. Dashed lines for two LLM types’ average.

Figure 1: An overview of LLMs on AGENTBENCH. While LLMs begin to manifest their proficiency
in LLM-as-Agent, gaps between models and the distance toward practical usability are significant.

AgentBench: https://llmbench.ai/agent



https://llmbench.ai/agent

Leaderboard (Lite)

SWE-bench Lite is a subset of SWE-bench that's been curated to make evaluation less costly and more accessible. If you'd like to learn more, please read our

blog post.

Model % Resolved Date Logs Trajs Site Verified? Open?

x

¢ CodeR + GPT 4 (1108) 28.33 2024-06-04
& Aider + GPT 40 & Claude 3 Opus 26.33 2024-05-23
6 OpenCSG StarShip CodeGenAgent + GPT 4 (0613) 23.67 2024-05-24
Moatless Tools + GPT 40 (2024-05-13) 23.33 2024-06-09
Bytedance MarsCode Agent 2200 2024-05-27
Amazon Q Developer Agent (v20240430-dev) 20.33 2024-05-09
AutoCodeRover (v20240408) + GPT 4 (0125) 19.00 2024-05-30
SWE-agent + GPT 4 (1106) 18.00 2024-04-02
SWE-agent + GPT 40 (2024-05-13) 17.00 2024-06-03
SWE-agent + Claude 3 Opus n.67 2024-04-02
RAG + Claude 3 Opus 4.33 2024-04-02
RAG + Claude 2 3.00 2023-10-10

RAG + GPT 4 (1106) 2.67 2024-04-02
RAG + SWE-Llama 7B 133 2023-10-10

RAG + SWE-Llama 13B 1.00 2023-10-10

RAG + ChatGPT 3.5 0.33 2023-10-10

N N N N R
L R

L4 4 4 4 4 N 4 A X X X C XX
N Y N S G S S I S SR

The % Resolved metric is out of 300 instances for SWE-bench Lite.

SWE-Bench (Lite): https://www.swebench.com


https://www.swebench.com/

Tool Use

Reasoning Knowledge



Tool Use

Reasoning Knowledge
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Is there hope?



Table 2: Latency, size, and success rate of TinyAgent models before and after quantization. Latency is
the end-to-end latency of the function calling planner, including the prompt processing time and
generation.

GPT-3.5 3.2

GPT-4-Turbo 3.9

TinyAgent-1.1B 3.9

TinyAgent-1.1B 2.9

TinyAgent-7B

TinyAgent-7B

TinyAgent: bair.berkeley.edu/blog/2024/05


https://bair.berkeley.edu/blog/2024/05/29/tiny-agent/
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How do we fine-tune a model for agents?



Choose how you want to call functions

LN ]
from nai import OpenAl
{ AL()
bols = [
{
"type": “"function”,

"function": {
“name": "get_current_weather",
"description”: "Get the current weather in a given location”,
"paramete 3
"type": "object”,
"properties": {

“location": {
"type: "string’, Function Calling Planner @D
"description”: "The city and state, e.g. San Francisco, CA",
o User Input
"unit": {"type": "string", "enum": ["celsius", "fahrenheit"]},
b, “Create a calendar invite (2) = get_email address(“Lutfi”)
; "required": ["location"], with Lutfi and Sid at 2pm get_email_address(“sid”)
} ’ tomorrow to discuss = create_calendar_event(
+

TinyAgent” [€3), €], “4/24 2PM”, “TinyAgent Discussion”)

@ = join()

, "content"

"What's the weather like in Boston today?"}]
.completions

te(

DAG of Function Calling Tasks
orint(completion)

“{ndex": . .
e TinyAgent/LLMCompiler
"content": null,

"tool_calls": [
{
"id": "call_abcl123",
"type": “function",
“function"

et_current_weather",
: "{\n\"location\": \"Boston, MA\"\n}"

OpenAl



Generate synthetic data using self-instruct or agent gym

INVOCATION_FILLER_PROMPT = """

1) Input reasonable values for 'fill_in_string' and 'fill_in_int' in the invocation here: {invocat
the entire function provided here :{function} to get context over what proper fill_in_string and fill_in|
Example:

Input: invocation: {{
“name": “control_camera",
“arguments": {{
“mode":"video",
“duration”:"fill_in_int"
b

1,
function: {function}

Output: invocation: {{
“name": "control_camera",
"arguments": {{

“mode":"video",
“duration": 30
}

1

MAKE SURE output is just a dictionary with keys 'name' and ‘arguments', no other text or response.

Input: {invocation}
Output:

COMMAND_GENERATION_PROMPT= """

You are to output 2 commands, questions or statements that would generate the inputted function and paral
Please make the commands or questions natural, as a person would ask, and the command or questions shoul
It should not always mirror the exact technical terminology used in the function and parameters, rather
For instance, the prompt should not be 'turn on the dome light', as that is too technical, but rather 't
Another example, is the prompt should not be 'turn on the HVAC', but rather 'turn on the air conditionin|
it is technically incorrect but colloguially used.

RULES: ALWAYS put a backwards slash before an apostrophe or single quote '. For example, do not say don'
Prompts MUST be in double quotes as well.

Example

Input: {{'name': 'calibrate_sensors','arguments': {{}}'' }}
Prompt: ["The sensors are out of whack, can you reset them", "The calibration of the drone is off, fix il

Input: {{'name': 'set_autopilot','arguments': {{'status': 'off'}}}}
Prompt: ["0K, I want to take back pilot control now","Turn off the automatic pilot I'm ready control it

Input: {invocation}
Prompt:

OpenAl Cookbook

AGENTGYM “= Env Clients

O Single

sk
®) Multi-Tasks /1(9 'y %
B

1. Data Prepare _ gx,- 2. Behavioral Clone

1?) General Data

o Trajectory 0
Formats ﬂ L “
4. Multi-task =" 3. Exploring &
Evaluation Learning

General Domain Chat | \ AgentEvol | Exploration

te this into

) -
on: Hello! Can Imitation | @ Evolve @
B: ~_~

se for me? & e Feedback
Response: Sure! Here's i HTTP
Sure! Here's .

Figure 2: Overview of the AGENTGYM framework. It covers fourteen environments spanning diverse
categories. Each environment is deployed as an HTTP service, and clients provide encapsulated,
unified interfaces for agents, facilitating interaction with environments. We gather expert-annotated

ectories from diverse environments, called AGENTTRAJ. We then let the agent perform behavioral
cloning on this set to obtain a base generally-capable agent. With our AGENTEVOL method, we
explore the agent’s evolution across various environments and tasks. Finally, we evaluate the agent
comprehensively using the proposed benchmark suite AGENTEVAL.

AgentGym



Don't forgot to cover the full scope of user behavior

User Query

(a) (b)
System Prompt: No Tool Provided System Prompt: Tool Provided
User Query: Normal Convesation | User Query: Normal Convesation

Sysfem Prompt
(© @ i
System Prompt: No Tool Provided System Prompt: Tool Provided

User Query: Function Call Needed | User Query: Function Call Needed

Figure 6. Demonstration of 4 different circumstances commonly
existed in agent tasks, by splitting them through user query and
system prompt.

Agent-FLAN: https://arxiv.org/abs/2403.12881



https://arxiv.org/abs/2403.12881

Choose chat template suitable for LLM trainin

Original Agent Corpus

<|assistant|>:

Thought: I need to search papers about AI on arxiv — ReAct Chat te m p late

Action: ArxivTocol.search paper
ActionInput: {“guery”: “artificial intelligence”}

J Align data to chat domain

<|user|>:

What is your thought at current step?

<|assistant|>: Reasoning
I need to search papers about AI on arxiv

<|user|>:

What action do you want to take? — Age nt— FLAN Chat te m p late
<|assistant|>:

ArxivTool.search paper

<|user|>:

What parameters does this action require?
<|assistant|>:

query

<|user|>: Understand
What is the value of ‘query’?

<|assistant|>:

artificial intelligence

<|user|>:

Response the above content with following

format: {REACT_TEMPLATE}.

<|assistant|>:

Thought: I need to search papers about AI Instruction
on arxiv Following
Action: ArxivTool.search paper

ActionInput: {“query”: “artificial

intelligence”}

Figure 5. By aligning the original agent corpus to the natural con-
tion, we are able to explicitly decompose agent tasks

fferent capabilities, leading to more fine-grained data balancing. Age nt-FLAN: h tt DS: / / arx | V.0 rg/ a b [S / 2403.12881



https://arxiv.org/abs/2403.12881

Fine-tune your base model

Held-in Tasks
gpt-4
claude
gpt-3.5-turbo
text-davinci-003
claude-instant
text-davinci-002
text-bison-001
- chatglm2
7B 13B 70B GPT-3.5 openchat-13b
wizardim-30b
Held-out Tasks vicuna-13b
wizardim-13b ! Open-sourced

LLMs

Overall Score

wizardcoder-15b
dolly-v2-12b 0.5
oasst-sft-4-12b 0.07

4]
<
o
o

(/2]

©
&
[}
>

(@]

7B 13B 70B GPT-3.5 3 4
@ GPT-3.5 O Llama 2 (chat) @ AgentLM (Ours) AgentBench Overall Score

(a) Overall score in our held-in and held-out tasks. (b) Closed & open LLMs on agent tasks (Liu et al., 2023)

Figure 1: (a) AgentLLM exhibits superior performance. AgentLM is a series of models fine-tuned
on the foundation of Llama 2 chat. Moreover, its generalization capability on held-out tasks is on
par with GPT-3.5; (b) This figure is directly re-printed from AgentBench (Liu et al., 2023) with
permission. Open LLMs significantly underperforms API-based LLMs.

AgentTuning: https://thudm.github.io/AgentTuning/



https://thudm.github.io/AgentTuning/

Consider embedding within a multi-agent system

Table 2: Results on AlpacaEval 2.0 and MT-Bench. For AlpacaEval 2.0, MoA and MoA-Lite
correspond to the 6 proposer with 3 layers and with 2 layer respectively. MoA w/ GPT-40 corresponds
to using GPT-40 as the final aggregator in MoA. We ran our experiments three times and reported the
average scores along with the standard deviation.  denotes our replication of the AlpacaEval results.
We ran all the MT-Bench scores ourselves to get turn-based scores.

(a) AlpacaEval 2.0 (b) MT-Bench.

Model LC win. win. Model Avg. Ist turn 2nd turn

MoA w/ GPT-40 65.74+07% T8.7+02% MoA w/ GPT-40 9.40+0.06 9.49 9.31
MoA 65.1406% 59.8403%  GPT-4 Turbo (04/09) 9.31 9.35 9.28
MoA-Lite 59.3+02% 57.0407% MoA 9254010 944 9.07
GPT-4 Omni (05/13) 57.5% 51.3% GPT-4 Preview (11/06) 9.20 9.38 9.03
GPT-4 Turbo (04/09) 55.0% 46.1% GPT-4 Omni (05/13) 9.19 9.31 9.07
WizardLM 8x22B* 51.3% 62.3% MoA-Lite 9184000 9.38 8.99
GPT-4 Preview (11/06)  50.0% 50.0% Qwenl.5 110B Chat 8.96 9.23 8.63
Qwen1.5 110B Chat 4399 33.8% Llama 3 70B Instruct 8.94 9.2 8.68
Qwenl.5 72B Chat 36.6% 26.5% Mixtral 8x22B v0.1 8.78 9.11 8.44
GPT-4 (03/14) 35.3% 22.1%  WizardLM 8x22B 8.78 896  8.61
Llama 3 70B Instruct 34.4% 33.2% Qwenl.5 72B Chat 8.44 8.55 8.34
Mixtral 8x22B v0.1 30.9% 22.2% GPT-4 (06/13) 8.84 9.08 8.61

Mixture of Agents: https://arxiv.org/abs/2406.04692



https://arxiv.org/abs/2406.04692

Should you fine-tune open source models for Al agents?

CON

Proprietary models are still significantly ahead of open source models for agent use cases.
Collecting agent trajectories for complex tasks like coding is non-trivial.
Fine-tuning can easily degrade general performance and become a game of whack-a-mole.

Scale effects are very real. You're unlikely to beat frontier models for generalist agents.

0]

You will learn a lot and generate a lot of useful data.

Self-instruct and agent gyms makes collection of trajectories feasible for many use cases.

You can significantly increase performance of agents in specific domains, even beating frontier models.
Open source frontier models are getting better just like proprietary models.

It allows you to control your own destiny.
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Thank you

https://continual.ai
tristan@continual.ai
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