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Introduction to Workday Inc.
Workday, Inc., is an international cloud-based on-demand human capital management, 

financial management and student information system software vendor. Workday was founded 

in 2005.
Type Public
Traded as • Nasdaq: WDAY (Class A)

• Nasdaq-100 component
• Fortune 500

Industry • Cloud computing
• Enterprise software

Founded March 2005; 19 years ago
Founders • Dave Duffield

• Aneel Bhusri
Headquarters Pleasanton, California
Area served Worldwide
CEO • Carl Eschenbach

Revenue US$7.26 billion (2024 fiscal year)
Number of employees 18,800 (2024)
Website workday.com
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https://en.wikipedia.org/wiki/Aneel_Bhusri
https://en.wikipedia.org/wiki/Pleasanton,_California
https://en.wikipedia.org/wiki/United_States_dollar
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Why Time Series Forecasting for Infrastructure Resources

• The infrastructure resources include storage and computation resources such as physical server, 

MySQL server, JVM, memory, disk size, CPU, etc. 

• The operation monitoring and demand planning require to project the future demand so that these 

resources can be appropriately provisioned and optimized.

• This talk introduces a recipe-managed AutoML forecasting framework which uses Spark to automate 

and linearly scale up the fitting and forecasting operations of millions of time series in parallel. 

• The forecasting framework can be used to address not only the daily dynamic provision of resources 

to satisfy the fluctuating transactions, but also the long-term planning to achieve and maintain an 

effective supply equilibrium.

• The forecasting framework can be extended to many other time series forecasting applications.



Time Series Forecasting under Different Scenarios



Time Series Forecasting to Provision Resources for Daily Operations
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Time Series Forecasting for Long-term Demand Planning



Architecture of Recipe-managed AutoML Time Series Forecasting



• Data collection has been done by different engineers and the codes may sit in the 

different repositories, which makes the management and maintenance of codes 
very difficult.

• The significant number of codes in the different data collections is same or 
similar and it becomes unnecessary to repeat them.

• A lightweight big data ETL framework is designed, developed and used to collect 
and process data from the different sources with the different data formats.

• Data collection built on top of the big data ETL framework becomes an important 

and integral part of the whole forecasting cycle.

Why Need Big Data ETL Framework



Critical Features of Big Data ETL Framework

• Spark based big data ETL framework which can process/collect the big data and 

feed it to the forecasting engine.

• Lightweight pipeline framework which can manage multiple heterogenous data 
collections / processing operations.

• The big data ETL operations are divided into a few independent and 
modularized tasks, and these modularized tasks are logically managed by a 
pipeline workflow chain.

• Typesafe based configuration management which can manage the multiple 
environment configurations and properties of data pipelines.



Architecture of Big Data ETL Framework
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Architecture of AutoML-Powered Time Series Forecasting



How Tenant Time Series Are Generated?
id tnt_name data_center environment datetime service memory disk

1 tenant1 WD1 IMPL 2023-01-22 xyz 1319 1058

2 tenant2 WD2 PROD 2023-04-29 xyz 1439 5420

3 tenant3 WD1 IMPL 2023-01-04 xyz 1284

4 tenant2 WD2 PROD 2023-02-06 xyz 1689 5370

5 tenant1 WD1 IMPL 2023-03-20 xyz 1398 1056

6 tenant4 WD1 IMPL 2023-03-02 xyz 1380

7 tenant1 WD1 IMPL 2023-02-12 xyz 1388 1065

8 tenant2 WD2 PROD 2023-02-24 xyz 1766

9 tenant2 WD2 PROD 2023-03-14 xyz 1764 5372

10 tenant6 WD1 IMPL 2023-04-10 xyz 1409

11 tenant2 WD2 PROD 2023-04-22 xyz 1791 5390

12 tenant1 WD1 IMPL 2023-01-23 xyz 1319 1058

13 tenant2 WD2 PROD 2023-04-04 xyz 1769 5396

14 tenant1 WD1 IMPL 2023-01-05 xyz 1331 1025

15 tenant2 WD2 PROD 2023-01-16 xyz 1672 5368

…

model_id datetime value

wd1@impl@tenant1@xyz@memory 2023-01-22 1319

wd1@impl@tenant1@xyz@memory 2023-03-20 1398

wd1@impl@tenant1@xyz@memory 2023-02-12 1388

wd1@impl@tenant1@xyz@memory 2023-01-23 1319

wd1@impl@tenant1@xyz@memory 2023-01-05 1331

…

wd2@prod@tenant2@xyz@memory 2023-04-29 1439

wd2@prod@tenant2@xyz@memory 2023-02-06 1689

wd2@prod@tenant2@xyz@memory 2023-02-24 1766

wd2@prod@tenant2@xyz@memory 2023-03-14 1764

wd2@prod@tenant2@xyz@memory 2023-04-22 1791

….

wd1@impl@tenant1@xyz@disk 2023-01-22 1058

wd1@impl@tenant1@xyz@disk 2023-03-20 1056

wd1@impl@tenant1@xyz@disk 2023-02-12 1065

wd1@impl@tenant1@xyz@disk 2023-01-23 1058

wd1@impl@tenant1@xyz@disk 2023-01-05 1025

…



model_id datetime value

wd1@impl@tenant1@xyz@memory 2023-01-22 1319

wd1@impl@tenant1@xyz@memory 2023-03-20 1398

wd1@impl@tenant1@xyz@memory 2023-02-12 1388

wd1@impl@tenant1@xyz@memory 2023-01-23 1319

wd1@impl@tenant1@xyz@memory 2023-01-05 1331

…

wd2@prod@tenant2@xyz@memory 2023-04-29 1439

wd2@prod@tenant2@xyz@memory 2023-02-06 1689

wd2@prod@tenant2@xyz@memory 2023-02-24 1766

wd2@prod@tenant2@xyz@memory 2023-03-14 1764

wd2@prod@tenant2@xyz@memory 2023-04-22 1791

….

wd1@impl@tenant1@xyz@disk 2023-01-22 1058

wd1@impl@tenant1@xyz@disk 2023-03-20 1056

wd1@impl@tenant1@xyz@disk 2023-02-12 1065

wd1@impl@tenant1@xyz@disk 2023-01-23 1058

wd1@impl@tenant1@xyz@disk 2023-01-05 1025

…

model_id datetime value

wd1@impl@xyz@memory 2023-01-22 2351330

wd1@impl@xyz@memory 2023-03-20 2351698

wd1@impl@xyz@memory 2023-02-12 2351500

wd1@impl@xyz@memory 2023-01-23 2351350

wd1@impl@xyz@memory 2023-01-05 2351331

…

wd2@prod@xyz@memory 2023-04-29 1439

wd2@prod@xyz@memory 2023-02-06 1689

wd2@prod@xyz@memory 2023-02-24 1766

wd2@prod@xyz@memory 2023-03-14 1764

wd2@prod@xyz@memory 2023-04-22 1791

….

wd1@impl@xyz@disk 2023-01-22 1058

wd1@impl@xyz@disk 2023-03-20 1056

wd1@impl@xyz@disk 2023-02-12 1065

wd1@impl@xyz@disk 2023-01-23 1058

wd1@impl@xyz@disk 2023-01-05 1025

…

How Service Time Series Are Generated?



model_id datetime value

wd1@impl@memory 2023-01-22 8971517

wd1@impl@memory 2023-03-20 8971687

wd1@impl@memory 2023-02-12 8971388

wd1@impl@memory 2023-01-23 8971517

wd1@impl@memory 2023-01-05 8971351

…

wd2@prod@memory 2023-04-29 5981469

wd2@prod@memory 2023-02-06 5981679

wd2@prod@memory 2023-02-24 5981786

wd2@prod@memory 2023-03-14 5971796

wd2@prod@memory 2023-04-22 5981798

….

wd1@impl@disk 2023-01-22 9781159

wd1@impl@disk 2023-03-20 9781257

wd1@impl@disk 2023-02-12 9781169

wd1@impl@disk 2023-01-23 9781159

wd1@impl@disk 2023-01-05 9781065

…

model_id datetime value

wd1@impl@tenant1@xyz@memory 2023-01-22 1319

wd1@impl@tenant1@xyz@memory 2023-03-20 1398

wd1@impl@tenant1@xyz@memory 2023-02-12 1388

wd1@impl@tenant1@xyz@memory 2023-01-23 1319

wd1@impl@tenant1@xyz@memory 2023-01-05 1331

…

wd2@prod@tenant2@xyz@memory 2023-04-29 1439

wd2@prod@tenant2@xyz@memory 2023-02-06 1689

wd2@prod@tenant2@xyz@memory 2023-02-24 1766

wd2@prod@tenant2@xyz@memory 2023-03-14 1764

wd2@prod@tenant2@xyz@memory 2023-04-22 1791

….

wd1@impl@tenant1@xyz@disk 2023-01-22 1058

wd1@impl@tenant1@xyz@disk 2023-03-20 1056

wd1@impl@tenant1@xyz@disk 2023-02-12 1065

wd1@impl@tenant1@xyz@disk 2023-01-23 1058

wd1@impl@tenant1@xyz@disk 2023-01-05 1025

…

How Data Center Time Series Are Generated?



model_id datetime value

wd1@impl@tenant1@xyz@memory 2023-01-22 1319

wd1@impl@tenant1@xyz@memory 2023-03-20 1398

wd1@impl@tenant1@xyz@memory 2023-02-12 1388

wd1@impl@tenant1@xyz@memory 2023-01-23 1319

wd1@impl@tenant1@xyz@memory 2023-01-05 1331

…

wd2@prod@tenant2@xyz@memory 2023-04-29 1439

wd2@prod@tenant2@xyz@memory 2023-02-06 1689

wd2@prod@tenant2@xyz@memory 2023-02-24 1766

wd2@prod@tenant2@xyz@memory 2023-03-14 1764

wd2@prod@tenant2@xyz@memory 2023-04-22 1791

….

wd1@impl@tenant1@xyz@disk 2023-01-22 1058

wd1@impl@tenant1@xyz@disk 2023-03-20 1056

wd1@impl@tenant1@xyz@disk 2023-02-12 1065

wd1@impl@tenant1@xyz@disk 2023-01-23 1058

wd1@impl@tenant1@xyz@disk 2023-01-05 1025

…

model_id datetime value

wd1@impl@xyz@memory 2023-01-22 2351330

wd1@impl@xyz@memory 2023-03-18 2351698

wd1@impl@xyz@memory 2023-02-12 2351500

wd1@impl@xyz@memory 2023-01-22 2351350

wd1@impl@xyz@memory 2023-01-05 2351331

…

wd2@prod@xyz@memory 2023-04-29 1439

wd2@prod@xyz@memory 2023-02-06 1689

wd2@prod@xyz@memory 2023-02-24 1766

wd2@prod@xyz@memory 2023-03-14 1764

wd2@prod@xyz@memory 2023-04-22 1791

….

wd1@impl@xyz@disk 2023-01-22 1058

wd1@impl@xyz@disk 2023-03-20 1056

wd1@impl@xyz@disk 2023-02-12 1065

wd1@impl@xyz@disk 2023-01-23 1058

wd1@impl@xyz@disk 2023-01-05 1025

…

How Time Series with Different Frequencies Are Generated?



Architecture of AutoML-Powered Time Series Forecasting



Data and Model Scalability: Spark Based Distribution Forecasting Engine
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AutoML Time Series Forecasting Modeling
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ARIMA Time Series Modeling Used in AutoML

• ARIMA(p, d, q) -models are a mix of autoregressive (AR) and moving average (MA) models. AR-models 

relate the current value 𝑥𝑥𝑡𝑡 of a process to a finite, linear combination of previous values of the process and a 

random noise ω. They get abbreviated as AR(p), where p describes the order. Instead, MA-models represent  𝑥𝑥𝑡𝑡 

linearly dependent on a finite number q of previous random noise ω’s . d is a difference factor to remove the 

unit root and make the data stationary. 

• Time series data may have the seasonal pattern. Differencing the data at lag h can help decompose the seasonal 

effect. 

• The model may introduce some exogenous variables to make the forecasting results more accurate.

𝑥𝑥𝑡𝑡 = �
𝑖𝑖=1

𝑝𝑝

𝜑𝜑𝑖𝑖𝑥𝑥𝑡𝑡−𝑖𝑖 + �
𝑗𝑗=1

𝑞𝑞

𝜃𝜃𝑗𝑗𝜔𝜔𝑡𝑡−𝑗𝑗



Different Models Can Be Used in AutoML



Different Models Can Be Used in AutoML



Forecasting as a Service (SEER)

Deploy as a Micro Service

Recipe Based Forecasting Engine with Distributed Computation 

Interface Web UI BI REST API/Chatbot

Big Data ETL to Collect and Process Data from Diversified Data Sources



Forecasting as a Service (SEER)
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Forecasting as a Service (SEER)



A set of meta data 
information including 
database hostname, 

schema name, table name, 
predicted objects, metric 

names, the output location 
etc

AutoML generates 
time series in terms of 
space (data center), 
time frequency and 

services and then fit a 
best model for each 
series and generate 

forecasting results and 
output the results the 

specified location

Visualize the results 
and API ready to be 
integrated with any 
other applications

Forecasting as a Service (SEER)



Problem: can we host these six tenants by using fewer servers in the future 6 weeks?

Application 1: Short-term Resource Provisioning

Tenant1
Tenant2 Tenant3

Tenant4

Tenant5

Tenant6

Server A Server B Server C Server D



Use 0-1 integer programming to optimize the assignments and save one server. 

 empty

Server A Server B Server C Server D

Application 1: Short-term Resource Provisioning



𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 ∶ 𝑇𝑇𝑇𝑀𝑀 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑟𝑟𝑀𝑀𝑟𝑟𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟𝑀𝑀 𝑟𝑟𝑟𝑟𝑡𝑡𝑢𝑢𝑀𝑀 𝑏𝑏𝑏𝑏 𝑡𝑡𝑟𝑟𝑟𝑟𝑀𝑀𝑢𝑢𝑀𝑀𝑀𝑀𝑀𝑀𝑢𝑢 𝑡𝑡𝑀𝑀𝑀𝑀𝑡𝑡𝑀𝑀𝑡𝑡𝑟𝑟 𝑡𝑡𝑡𝑡 𝑟𝑟𝑀𝑀𝑟𝑟𝑠𝑠𝑀𝑀𝑟𝑟𝑟𝑟

Subject:
• capacity constraints 
      e.g.: ∑𝑡𝑡 𝑆𝑆𝑇𝑇𝑆𝑆𝑇𝑇𝑆𝑆𝑆𝑆_𝑀𝑀𝑀𝑀𝑀𝑀𝑡𝑡𝑝𝑝 ∗ 𝑥𝑥𝑡𝑡𝑡𝑡 ≤ 𝛿𝛿𝑅𝑅𝑅𝑅𝑅𝑅 ∗ 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑀𝑀𝑡𝑡 ∗ 𝑏𝑏𝑡𝑡 ∀𝑟𝑟 ∈ 𝑆𝑆,∀𝑝𝑝 ∈ 𝑃𝑃

• policy constraints 
     e.g.: ∑𝑡𝑡 𝑥𝑥𝑡𝑡𝑡𝑡 ≤ 𝑀𝑀𝑡𝑡𝑥𝑥𝑇𝑇𝑀𝑀𝑀𝑀𝑡𝑡𝑀𝑀𝑡𝑡𝑟𝑟𝑡𝑡 ∗ 𝑏𝑏𝑡𝑡 ∀𝑟𝑟 ∈ 𝑆𝑆

• structural constraints
      e.g.:   ∑𝑡𝑡 𝑥𝑥𝑡𝑡𝑡𝑡 =  1 ∀𝑡𝑡 ∈  𝑇𝑇 

Application 1: Short-term Resource Provisioning



• Reduce-hardware strategy

- Pack tenants from low-loaded servers and generate empties

• Fix-infeasibility/violation strategy

- Heal environment by fixing infeasibilities (e.g. reduce overloaded servers)

• Delay-patch strategy

- Support skip patching N cycles by taking the memory growth rates of tenants 

into consideration while making tenant assignment decisions

• Maximized life span of resource usage strategy

- Maximize the life span of given resources by considering the growth of 
resource usage while making tenant assignment decisions

Application 1: Short-term Resource Provisioning



• Hundreds of thousands of forecasting models are automatically built in a Spark cluster every day and 

used to forecast the usage of tenant resources in the future 2-6 weeks. 

• The 0-1 integer programming model is then used to allocate the resources to individual tenants to 

satisfy their daily operations. Three types of optimization models are built on top of forecasting output: 

daily optimization, weekly optimization, and delayed patch optimization (usually 2-6 weeks). 

• The weekly operations optimization can be a reduce-hardware strategy and/or fix-violation strategy for 

one environment (such as IMPL, PROD, SANDBOX, PREVIEW) within one data center. 

• Assume that there are 5 data centers, 4 environments per data centers, 5000 tenants per data and 

environments, and 3 metrics. In total, there are 5 x 4 x 5000 x 3 = 300,000 time series models. 

Application 1: Short-term Resource Provisioning



Application 1: Short-term Resource Provisioning



• In the long-term resource demand planning, thousands of monthly time 

series models can be automatically built every month for the different types 

of servers and/or the aggregated usage of server resources at the data center 

level and used to forecast the resource demand in the future 3-5 years. 

• This type of forecasting is very helpful for determining the monthly and 

quarterly procurement and the quarterly and annual budgets in demand 

planning.

Application 2: Long-term Resource Demand Planning



Conclusions
• This talk presents a framework for AutoML time series forecasting powered by Spark, focusing 

on time series metrics of infrastructure resources. The framework supports ARIMA 

(autoregressive integrated moving average) and various other time series models. A key 

innovation is the use of Spark-based AutoML and big data distributed computation to automate 

and scale the fitting and forecasting operations of millions of time series models in parallell.

• Two empirical applications are presented. In these applications, hundreds of thousands of time 

series models are automatically built and used to support short-term operations and plan long-

term resource demand. The applications demonstrate that the AutoML time series forecasting 

framework is a high-level, innovative solution that is efficient, easy to implement, and capable of 

addressing multiple scenarios of time series forecasting for infrastructure resources.

•  The framework can be applied to the time series forecasting in the different application areas.



Q & A

Thank you!
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