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• Overview: LLMs and the ML lifecycle

• Data Prep, Training, and Deployment with LLMs
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• Open source tools, including MLflow

• Demos

• Getting started with open source tools for LLMs



LLMs have transformed the 
machine learning lifecycle
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The LLMOps lifecycle

Training

Deployment

Raw Data

Data Prep

ML Engineer

Application
Developer

Data Engineer

Prompt 
engineeringµ

λ θ
Fine 

tuning

Data 
indexing

Containers 
at scale

Context 
retrievalModel 

Serving

Delta



MLflow standardizes LLMOps
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LLM Data Prep



Data characteristics

• Typically unstructured

• Large domain of inputs

• Context is important

• Multiple “right” answers

• Lack of labels



Data characteristics

• Typically unstructured

•

•

•

•

Example - Question answering

“How do I use Apache Spark to compute the

mean value of a DataFrame column?”

“To compute the mean value of a DataFrame 
column in Apache Spark, invoke the
select() and mean() APIs as follows…” 



Data characteristics

• Typically unstructured

• Large domain of inputs

•

•

•

Example - Question answering

“How do I use Apache Spark to compute the

mean value of a DataFrame column?”

“How do I run TensorFlow on Spark?”

“Can you provide more information about
the following exception?”
…



LLM Data Prep

•

•

• Context is important

•

•

Example - Question answering

“Why did the driver stop suddenly?”

“There are many reason that a person

driving an automobile might stop suddenly…”



LLM Data Prep

•

•

•

• Multiple “right” answers

• Lack of labels

Example – Text summarization

“Summarize the following customer support

ticket: …”

“The customer experienced an error when…”

“An error occurred when the customer…”



Large Language Model

Return an informed explanation,
contextual response

Technique: Retrieval-augmented generation

“Why did the driver 
stop?”

Documents

Answer

Vector Search

Search for Spark error / 
support docs in knowledge base

Document 
index

”The Apache Spark driver node 
may have stopped because ...”



Building a document index

Documents Embeddings Index



Querying a document index

Query Embedded 
query

Index
“Why did the 
driver stop?”

Top 5 
related 

documents
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LLM Training

• Less data intensive

• Inference logic changes a lot

• LLMs weights change less

• Shorter iteration cycles

• Greater emphasis on evaluation
• Human-in-the-loop



LLM Training

• Less data intensive

•
•

•

•
•

Fine tuning with specialized data
Significant performance improvements 
with relatively low data volume

Prompt engineering

No additional training data



LLM Training

•

• Inference logic changes a lot

• LLMs weights change less

• Shorter iteration cycles

•
•

Fine tuning
Small subset of parameters (weights) are 
altered – Low Rank Adaptation

Prompt engineering
Change instructions, template variables,

retrieved context, temperature, max 
tokens, etc.



LLM Training

•

•
•

•

• Greater emphasis on evaluation
• Human-in-the-loop

• Collect inputs & outputs, compare 
across configurations

• Compute per-sample and aggregate 
metrics

• Offline labeling & feedback



Technique: Prompt engineering

Query LLM

Inspect results

Update
evaluation dataset

Choose prompt & 
hyperparameters

Data Scientist / ML Engineer



Technique: Prompt engineering

Answer the following
Question about Apache
Spark that appears
between triple
backticks: 

```
{question}
```

Example: Question answering. Goal: Optimize accuracy

Answer the following 
question about Apache
Spark that appears
between triple
Backticks. Be concise. 

```
{question}
```

Answer the following 
question about Apache
Spark that appears
between triple
Backticks. Be concise. 
Include references to the 
Spark documentation to 
support your answer.

```
{question}
```

Prompt Template 1 Prompt Template 2 Prompt Template 3



Answer the following 
question about Apache
Spark that appears
between triple
Backticks. Be concise. 
Include references to the 
Spark documentation to 
support your answer.

```
{question}
```
           vs.

Technique: Prompt engineering
Example: Question answering. Goal: Minimize cost, maintain accuracy

Answer the following 
question about Apache
Spark that appears
between triple
Backticks. Be concise. 
Include references to the 
Spark documentation to 
support your answer.

```
{question}
```
             vs.

Prompt Template 3 Prompt Template 3 Prompt Template 3

MPT-30B MPT-30B MPT-7B

Answer the following 
question about Apache
Spark that appears
between triple
Backticks. Be concise. 
Include references to the 
Spark documentation to 
support your answer.

```
{question}
```
           vs.



Prompt engineering with LangChain



MLflow prompt engineering UI

Choose
an LLM

Define a prompt 
template

Try a query 
by filling in 
the prompt 

templateTest a query

View the 
query result

Log the 
model to 
MLflow

coming 
soon

Configure 
hyperparameters



Model evaluation with LLMs

• mlflow.evaluate()

• Show MLflow Evaluation UI

new
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LLM Model Packaging with MLflow

• Simple deployable models with a standardized interface

• Same familiar look and feel as other MLflow Models (“flavors”)

• Transformers flavor unifies inference around Pipelines

• Support for Trainer-friendly component logging



Transformers MLflow demo
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LLM Deployment

• Multi-step inference graphs

• LLMs are reused

• Cost management is critical



Large Language Model

Return an informed explanation,
contextual response

Multi-step inference graphs

“Why did the driver 
stop suddenly?"

Documents

Answer

Vector Search

Search for ‘returns’ related 
docs in knowledge base



Multi-step inference graphs

“Why did the driver 
stop suddenly?"

Model Inference

Flavor 2Flavor 1
Answer

Vector Search

Search for ‘returns’ related 
docs in knowledge base

Large Language Model

Return an informed explanation,
contextual response



Model inference with MLflow

predict = mlflow.pyfunc.load_model(…)

predict(input_dataframe) 



Reuse of LLMs
Example: Prompt engineering with OSS models

Model Version 1

Flavor 2Flavor 1

prompt = “<prompt 1>”

temperature = 0.1

Model Version 2

Flavor 2Flavor 1

prompt = “<prompt 2>”

temperature = 0.25

Model Version 3

Flavor 2Flavor 1

prompt = “<prompt 3>”

temperature = 0.4



Reuse of LLMs
Example: Prompt engineering with OSS models

Model Version 1

Flavor 2Flavor 1

prompt = “<prompt 1>”

temperature = 0.1

Model Version 2

Flavor 2Flavor 1

prompt = “<prompt 2>”

temperature = 0.25

Model Version 3

Flavor 2Flavor 1

prompt = “<prompt 3>”

temperature = 0.4

MPT-30B MPT-30BMPT-30B



Reuse of LLMs
Example: Prompt engineering with OSS models

Model Version 1

Flavor 2Flavor 1

prompt = “<prompt 1>”

temperature = 0.1

Model Version 2

Flavor 2Flavor 1

prompt = “<prompt 2>”

temperature = 0.25

Model Version 3

Flavor 2Flavor 1

prompt = “<prompt 3>”

temperature = 0.4

MPT-30B MPT-30BMPT-30B

200GB of 
model files

3 LLM 
deployments

3 GPUs



Reuse of LLMs

Model Version 1

Flavor 2Flavor 1

prompt = “<prompt 1>”

temperature = 0.1

Model Version 2

Flavor 2Flavor 1

prompt = “<prompt 2>”

temperature = 0.25

Model Version 3

Flavor 2Flavor 1

prompt = “<prompt 3>”

temperature = 0.4

MPT-30B API

< 100 GB of 
model files

1 LLM 
deployments

1 GPU 
instance

MPT-30B API MPT-30B API

API Gateway
MPT-30B

< 100 GB of 
model files

1 GPU1 LLM 
deployment



Reuse of LLMs

Model Version 1

Flavor 2Flavor 1

prompt = “<prompt 1>”

temperature = 0.1

Model Version 2

Flavor 2Flavor 1

prompt = “<prompt 2>”

temperature = 0.25

Model Version 3

Flavor 2Flavor 1

prompt = “<prompt 3>”

temperature = 0.4

MPT-30B APIMPT-30B API MPT-30B API

MLflow AI Gateway
MPT-30B

< 100 GB of 
model files

1 GPU1 LLM 
deployment



Manage, govern, 
evaluate, and switch 
models easily

MLflow AI
Gateway

INTRODUCING

Multiple Generative AI use cases
across the organization

BI Pipelines Apps Users

MLflow AI Gateway

Multiple Generative AI Models 

Credentials Caching Logging Rate limiting



MLflow AI Gateway: Cost management
Example: Document summarization

1k Documents

Model

UDF(
    model,
    docs.limit(1000)
)



MLflow AI Gateway: Cost management
Example: Document summarization

200k 
Documents

Model

UDF(
    model,
    docs
)



MLflow AI Gateway: Cost management

Flavor 2Flavor 1

temperature = 0

OpenAI Gateway API

MLflow AI Gateway

Summarization Model

quota = 5k docs per day



MLflow AI Gateway: Setting configuration



MLflow AI Gateway: Docs demo



MLflow AI Gateway: Client API demo



MLflow AI Gateway: fluent API demo



MLflow 2.5 is coming soon

• AI Gateway

• Prompt engineering UI

• Improved evaluation experience for LLMs

• Inference parameters for LLMs in MLflow Models



MLflow for LLMOps: Getting started

• pip install mlflow

• GitHub repository: https://github.com/mlflow/mlflow

• Website: mlflow.org

• Community Slack: https://go.mlflow.org/slack

• LLM examples: 
https://github.com/mlflow/mlflow/tree/master/examples/llms


