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What is Ray



What is Ray

• An open-source unified distributed framework that 
makes it easy to scale AI and Python applications.

• An ecosystem of Python libraries (for scaling ML and 
more).

• Makes distributed computing easy and accessible to 
everyone.

• Runs on laptop, public cloud, K8s, on-premise.



Run 
anywhere

General-purpose  
framework for 
distributed 
computing

Library + 
app 
ecosystem

Ray core

What is Ray



What is Ray

  def read_array(file):
    # read ndarray “a” 
    # from “file” 
    return a

def add(a, b):
    return np.add(a, b)

a = read_array(file1)
b = read_array(file2)
sum = add(a, b)

class Counter(object):
    def __init__(self):
        self.value = 0
    def inc(self):
        self.value += 1
        return self.value

c = Counter()
c.inc()
c.inc()

Function Class



What is Ray

 @ray.remote
 def read_array(file):
    # read ndarray “a” 
    # from “file” 
    return a

 @ray.remote
def add(a, b):
    return np.add(a, b)

a_ref = 
read_array.remote(file1)
b_ref = 
read_array.remote(file2)
sum_ref = add.remote(a, b)
sum = ray.get(sum_ref)

@ray.remote
class Counter(object):
    def __init__(self):
        self.value = 0
    def inc(self):
        self.value += 1
        return self.value

c = Counter.remote()
c.inc.remote()
c.inc.remote()

Function -> Task Class -> Actor



What is Ray

High-level libraries that make scaling 
easy for both data scientists and ML 

engineers.



What is Ray

1,000+
Organizations

Using Ray

25,000+
GitHub
stars

5,000+
Repositories

Depend on Ray

820+
Community
Contributors



What is Ray-on-Spark

• A library to deploy Ray clusters on Spark and run Ray 
applications.

Ray core



Why Ray-on-Spark

• User asks

• Spark users want to use both Spark MLlib and Ray ML libraries (e.g. RLLib).

• Cost

• Share the same physical cluster between Ray and Spark applications.

• Easy to manage

• No need to manage two separate physical clusters.



How to use Ray-on-Spark

• Install Ray
% pip install ray[all]>=2.3.0

• Start a Ray cluster
import ray

ray.util.spark.setup_ray_cluster(num_worker_nodes=5)

• Run Ray applications
ray.init() # Connect to the previously created Ray cluster

... # Your Ray application code

print(ray.nodes())

• Stop the Ray cluster
ray.util.spark.shutdown_ray_cluster()



Getting started

https://docs.google.com/file/d/1ehNc6Ro6v588wieIdLyB1ulaLx6xGsIf/preview


The Ray Dashboard

https://docs.google.com/file/d/1l-yBJfgwK13tytDWow_IJuxpfl8HboMs/preview


Validation

https://docs.google.com/file/d/1jJGo3xEh-V1sjMPOYOi09OySTF_AhUPd/preview


Parallel processing

https://docs.google.com/file/d/1FpmGBj12mS8_lB3C4T27ET1DF7lfpLM2/preview


Distributed Hyperparameter tuning

https://docs.google.com/file/d/1klMqH01BMnu2LRd6riYqsplaplC7nCo5/preview


How does Ray-on-Spark work
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… …

Head Node Worker Node #1 Worker Node #N. . .

An anatomy of a Ray cluster



How does Ray-on-Spark work

Spark Cluster

Spark Driver Node
Spark Worker Node

Spark Worker Node

Spark Task

Ray Worker Node

Spark Task

Ray Worker Node

Spark Task

Ray Worker NodeSpark Driver Program

Ray Head Node

• Ray head node runs on the 

Spark driver node.

• Ray worker nodes are started 

by a long-running Spark job.

• Each long-running Spark task 

starts a Ray worker node and 
allocates to the node the full 
set of resources available to it.



Future work

• Autoscaling support

• Delta data source support in Ray Data

https://docs.ray.io/en/latest/data/data.html


Conclusion

• Ray-on-Spark is in Public Preview for Ray >= 2.3 & 
(Spark >= 3.3 | Databricks Runtime >= 12.0)

Try out Ray-on-Spark on Databricks 
clusters

Try out Ray-on-Spark on Spark standalone 
clusters

Learn more about Ray


