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Most Popular 

O’Reilly Media

40x Growth

In weekly downloads 
since 2020

PyPI Download Stats

31% Share

in data science teams 
with NLP in production

Gradient Flow

NLP library in the 
enterprise, for 4 years

John Snow Labs is the team behind Spark NLP
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Spark NLP

State-of-the-art models

Enterprise grade

Natively Scalable

Python, Java, and Scala

Trainable & Tunable

Releases every 2 weeks



NLP Feature Spark NLP spaCy NLTK CoreNLP Hugging Face

Tokenization Yes Yes Yes Yes Yes

Sentence segmentation Yes Yes Yes Yes No

Stemming Yes Yes Yes Yes No

Lemmatization Yes Yes Yes Yes No

POS tagging Yes Yes Yes Yes Yes

Entity recognition Yes Yes Yes Yes Yes

Dependency parser Yes Yes Yes Yes No

Text matcher Yes Yes No No No

Date matcher Yes No No No No

Sentiment detector Yes No Yes Yes Yes

Text classification Yes Yes Yes No Yes

Spell checker Yes No No No No

Language detector Yes No No No No

Keyword extraction Yes No No No No

Pretrained models Yes Yes Yes Yes Yes

Trainable models Yes Yes Yes Yes Yes

Question Answering Yes Yes No No Yes

Text Style Transfer Yes No No No Yes

Translation Yes No No No Yes

Summarization Yes No No No Yes

250+ Languages supported Yes No No No Yes

Text Generation (GPT, T5) Yes No No No Yes

Spark NLP

● 99  total releases

● Release every two weeks for 

the past 4 years

● A single unified library for all 

your NLP/NLU need

● Active community on Slack 

and GitHub



Text Classification with Word & Sentence Embeddings & Transformers in Spark NLP
Glove ELMO BERT Universal Sentence Encoder

Albert XLNet

ClassifierDL

SentimentDL

MultiClassifierDL 

Sequence Classifier

Token Classifier

Spark NLP

Bert Sentence Embeddings 

Electra

DistilBert RoBerta XlmRoBerta

Longformer

Word2Vec Bert Token
Classifier

DistilBert Token
Classifier

Albert Token
Classifier

RoBerta Token
Classifier

RoBerta Token
Classifier

XlmRoBerta 
Token

Classifier XLNet Token
Classifier

LongFormer 
Token

Classifier

Bert Sequence
Classifier

DistilBert 
Sequence
Classifier

DistilBert 
Sequence
Classifier

Albert 
Sequence
Classifier

RoBerta 
Sequence
Classifier

XlmRoBerta 
Sequence
Classifier

XLNet 
Sequence
Classifier

Longformer 
Sequence
Classifier

RoBerta Sentence Embeddings XlmRoBerta Sentence Embeddings 

Non Transformer Embedding

Transformer Embedding

Transformer Sequence Classifier

Transformer Token Classifier

DeBERTa 



The Production-Grade NLP Models Hub

+
Add:

John Snow Labs Models

Hugging Face

TensorFlow Hub

PyTorch Hub

spaCy

FLAIR

FastText

https://nlp.johnsnowlabs.com/models

– 
Remove:

Fails Basic Tests

Fails Security Scans

Test or Play Models

Undocumented

Duplicate

Stale

Superseded

X
Unlock:

Mix & Match in Pipelines

Scale to a Cluster

Enterprise Reliability

Run on the JVM

Hardware Optimizations

Free API with NLP Server

No-Code Annotation Lab



Optimized, Tested, Supported Integrations



NLU: The Simplicity of Python, the Power of Spark NLP



The Demos Hubs: 300+ Notebooks

https://nlp.johnsnowlabs.com/demos



What’s new in 
Spark NLP 4.0?
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Extractive transformer-based Question answering



Extractive transformer-based Question answering



Extractive transformer-based Question answering



● BERT

● ELECTRA

● DistilBERT

● RoBERTa

● DeBERTa

● XLM-RoBERTa

● Longformer

1,000+ Models for Modern extractive 
transformer-based Question answering (QA)



More Accurate: NER

Highest F1 for an English 
Named Entity Recognition Model 
based on CoNLL03

• Spark NLP v3 achieved F1 95% on CoNLL03 

Dev dataset by using BERT Large

• Spark NLP v4 achieves F1 96% on CoNLL03 

Dev dataset by using DeBERTa Large



More Accurate: Coreference Resolution



Faster! Optimized for the Latest Hardware



Performance Improvements on GPU Devices 

Up to 8X performance 

improvements by optimizing 

batch processing of rows 

on GPU devices



Performance Improvements on CPU Devices 

Up to 1.97X performance 

improvements on Intel CPU 

by using oneAPI Deep Neural 

Network Library (oneDNN)
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Newly Supported Platforms

Spark 3.2.x
PySpark 3.2.x

10.4  +LTS  +ML  +GPU
10.5  +LTS  +ML  +GPU TensorFlow 2.7.1

EMR 6.6.0Clusters without 
HDFS/DBFS/S3 Storage Scala 2.12.15



10 Hidden Gems
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1. Edit Sentences for Style



2. Build Knowledge Graphs
Automatically find relationships in free text, using dependency parsing or semantic relation extraction:

Then, use the GraphExtraction annotator to transform them into triplets ready to be loaded into a graph database:



100+ Languages supported by 
Language-agnostic BERT Sentence 
Embedding (LABSE)  and XLM-RoBERTa

3. Train in one language, predict in 100+ languages

https://arxiv.org/abs/2007.01852
https://arxiv.org/abs/2007.01852


4. Translate between 200+ languages



https://nlp.johnsnowlabs.com/docs/en/transformers#example-notebooks

5. Import and Scale models 
from HF and TFHub



6. Unsupervised Keyword Extraction

YAKE Is Yet Another Keyword Extraction Algorithm that can extract 

keywords without any by leveraging statistical properties of ngrams



7. Check Spelling Based on Context

Word error rate of 8.09% versus 20.24% with the JamSpell library



8. Deep-Learning-Based Sentence Splitter

How do you correctly split text to sentences when there is 
no punctuation, bad punctuation, or unexpected line breaks?

(common in OCR and ASR outputs)

Trainable. Multilingual. Compared accuracy with spacy’s nlp.sents()



9. Identify 10+ Kinds of Toxic Content



10. Measure Semantic Similarity

Useful for searching in knowledge bases, filtering content, 
or for unsupervised topic modelling.
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    In/davidtalby

    @davidtalby

Thank you!
nlp.johnsnowlabs.com

github.com/johnsnowlabs


