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Overview

v Reliable Demand forecasts of Items are 
integral to the health of Retail Operations

v Accurate forecasts lead to 
improved decision-
making and outcomes in 
replenishment, capacity 
and resource planning

• Store Replenishment
• Inventory Allocation

• Capacity Management
• Promotion and Markdown

• Assortment Planning
• Space Optimization
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Overview

v Forecasting Models can be developed on different levels of granularity

v Granular Forecasts (SKU-Week-Store 

Level) more valuable but lead to 

temporal intermittencies for slow-

moving items; leading to prediction 

inaccuracies

SKU Category Dept
Weekly

Yearly

Monthly

Store
Region

Zero Inflated –

Violates Time Series 

Assumptions

Inconsistent – Decomposition not 
possible

Lumpy -
Irregular 

Intermittency
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Problem Statement

v Demand Forecasting Patterns can be broadly classified into the 
below broad categories:

Erratic

Cyclic

Smooth

Intermittent Slow Moving Low 
Demand Products: 
Plants, Medicines, 
Home Decor

• ??

Fast Moving Products: 
Fresh, Produce
• Moving Averages
• Smoothing
• Time Series Models 

(ARIMA)

Seasonal Products: 
Seasonal Fruits, Back-to-
School

• Seasonal Decomposition
• Time Series Models 

(SARIMA)
• Croston

Products affected by 
Exogenous Factors: 
Electronics, Home-Care

• Regression
• XGBoost
• Time Series Models 

(ARIMAX)

Traditional ML, Time Series approaches exist for 3/4 Categories

v For Intermittent Series, Time Series Assumptions break leading to 
over forecasts

Problem at Hand:

v Devise a Robust & Accurate 
Intermittent Time Series Forecast 
Solution at Scale:

v Using Transaction Histories for 2 years (~10 
Million Records)

v Which runs within a 10-hour window by 
which the Forecasts should be generated

v Provide 14 Week Ahead Forecasts for 
all SKU-Store Combinations (Even for 
new items with little Transaction 
History)

v Achieved using a novel Meta-Model 
Architecture named as Deep ARLDS 
(Deep Auto Regressive Linear 
Dynamic System)

q Actual
q Forecaste

d
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Meta Model Framework

01;

Identification and Selection of Explicit 
Features explaining part of the 
apparent Randomness in Sales

Explicit Feature Engineering

02

Modelling the Implicit or Latent 
Features to map the underlying 
Stochastic Distribution of the 
Randomness using a Linear 
Dynamic System

Implicit Feature Modelling

03;

Employ a Probabilistic Model incorporating 
the Explicit & Implicit Features, which:

ü Should learn complex temporal 
interactions

ü Should be independent of assumptions 
such as Stationarity, Gaussian Noise, etc.

ü Should provide forecasts for items with 
little history

Scalable Deep Learning Model 

Our Meta Model referred to as Deep ARLDS (Auto Regressive Linear Dynamic System) involves the 
below Key Steps:
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Explicit Feature Engineering

Feature Elicitation

v Identify and List all possible 
Features (300+) which can explain 
Variability in the Series:

v Price
v Promotions/Markdowns
v Weather
v Store Demographics
v Product Lifecycle
v Item Attributes
v Calendar Events

Feature Importance Feature Selection

v Train Vanilla XGBoost with all 
Features

v Evaluate Feature Importance from 
SHAP Plots

v Select Features (65) with overall 
Highest Importance:

v Promotion/Markdown Features
v Holidays/Special Events
v Temporal Variables (Fourier 

Transformed)
v Item Description Embeddings 

(GLoVE)
v Time since Item/Store Launch  
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Implicit Feature Modelling

v Train a Linear Dynamic System on Actual Sales yt to model the underlying hidden signals indexed by a 
Temporal Difference Variable (Δ)

v LDS Equation:

v Δ denotes the time interval between two non-zero sales instances

v Including Δ in the state equation of the LDS ensures that the state depends on the time instant at which 
the previous observation was made

v Values of the hidden states (𝑧𝑡 ) estimated using Expectation Maximization (EM) on Kalman Smoothing & 
Filtering Equations

v (𝑧t) s denote the Implicit Features governing the Stochastic Randomness of the Intermittency

Hidden States

Observable Time Series
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Deep Learning Model

v The Meta Model Deep ARLDS combines the Explicit xt and Implicit Features zt (obtained from State Space Modelling) into a 
Deep Learning Framework 

v An Auto Regressive Recurrent Neural Network (DeepAR) Architecture is used to determine Posterior Probability of the 
Demand of Item i at time t (yi,t) using xi and zi as covariates:

ü Implements an Encoder-Decoder setup sharing the same model architecture in the training and prediction range

ü Models the conditional distribution P(yi,t0:T| yi,1:t0 -1, xi, 1:T, zi, 1:T ) of the future [yi, t0 , yi, t0 +1, ..., yi, T] given its past [yi, 1 , yi, 2, ..., yi, t0-1]

P Θ(yi,t0:T| yi,1:t0 -1, xi, 1:T, zi, 1:T ) = ∏!"!#
$ P Θ(yi,t| yi,1:t0 −1, xi, 1:T, zi, 1:T ) = ∏!"!#

$ L (yi,t|𝜃 (hi,t,Θ))
hi,t = h (hi,t−1, yi,−1, xi, t, zi, t )
h: function implemented by a multi-layer recurrent neural network with LSTM cell

ü L (yi,t|𝜃 (hi,t,Θ)) is assumed to be Negative Binomial to account for Zero Inflated Time Series 

ü Model Parameters Θ shared across all SKUS within a Category, enabling Forecasts for Items with Low Training History

ü Sample Quantiles from #𝑦 i,t0:T ∼ P Θ(yi,t0:T| yi,1:t0 -1, xi, 1:T, zi, 1:T ) (0.75 Percentile in this Scenario) is used to Obtain Final Forecasts
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Deep ARLDS Network Architecture 

v At each step t, the Network Inputs are:

ü The Explicit Covariates xi, t 

ü The Implicit Covariates zi, t

ü The Target value at the previous time step yi,t-1 

ü The previous network output hi,t-1

v Network Output hi,t= h(hi,t-1, yi,t-1 , xi, t , zi, t, Θ) used to estimate 𝜃i,t of the 
likelihood (y|𝜃), which is used for training the model parameters

yi,t-2 , xi, t-1 , zi, t-1 yi,t-1 , xi, t , zi, t yi,t , xi, t +1, zi, t

hi,t-1 hi,t hi,t+1

L (yi,t-1| 𝜃i,t-1) L (yi,t| 𝜃i,t) L (yi,t+1| 𝜃i,t+1)

yi,t-1 yi,t yi,t+1

"𝑦i,t-2 , xi, t-1 , zi, t-1 "𝑦i,t-1 , xi, t , zi, t "𝑦i,t , xi, t +1, zi, t

hi,t-1 hi,t hi,t+1

L (yi,t-1| 𝜃i,t-1) L (yi,t| 𝜃i,t) L (yi,t+1| 𝜃i,t+1)

"𝑦i,t-1 "𝑦i,t "𝑦i,t+1

"𝑦 ~ L (.| 𝜃)

Samples

v The Historical time series yi,t is fed in for t < t0 (Training Range)

v For t ≥ t0 (Prediction Range) a sample #𝑦i,t∼ L (·| 𝜃i,t) is drawn and fed back for 
the next point until the end of the prediction range T; generating one sample 

v Repeating the process yields many samples from the joint predicted 
distribution, whose sample quantiles are used for Final Prediction

Training Prediction
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Scaling

Data

Ø 2 Year Customer 
Transaction 
History ( ~  5 TB)

Explicit Feature 
Engineering

Implicit Feature 
Modelling Deep ARLDS

Demand 

Forecast

Ø Parallel Processing 
in PySpark 

Ø Code Structuring 
through Theia IDE

Ø Batch Streaming in 
PySpark 

Ø Parallel Processing 
of EM Algorithm 
using Cut-and-
Stitch (CAS)

Ø AR inputs & scale-
dependent 
likelihood 
parameters scaled 
and descaled by 
same factor

Ø Ancestral sampling 
to directly obtain 
Joint Samples for 
the Entire 
Forecasting 
Window

Ø Parallelized using 
GPUs

Ø 14 Week Ahead 
Forecasts at SKU –
Store-Level

Ø Model Governance 
Dashboard 
(Looker) for QC, 
Data & Model Drift 
Detections

1.5 hours 2 hours 3.5 hours

Total Runtime: ~7 hours at a weekly cadence
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Results

v Solution scaled for 32 Departments 
(~30000 SKUs) across 210 Walmart 
Stores for 14 weeks ahead Demand 
Forecasts

v Deep ARLDS scores the lowest error 
Metrics across all KPIs, except 
Underforecasting % (although the Total 
Overforecast + Underforecast % is 
vastly reduced) 

Error KPIs Deep ARLDS Deep AR XGBoost SARIMAX CROSTON

MAD (Overall) 0.89 1.42 1.48 4.27 9.89

MAD (Zero sales week) 0.17 1 1.28 2.56 4.24

MAD (Non-Zero Sales 
Week) 1.6 1.84 1.68 5.99 13.28

SMAPE 60.91 76.75 88.12 100.02 85.37

Overforecast 42% 48% 66% 76% 22%

Underforecast 31% 29% 27% 19% 73%
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Deep ARLDS Forecast 
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Sample Forecast 
Outputs at SKU-

Store-Week Level
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Conclusion and Future Scope

v The Meta Model Architecture of Deep ARLDS allows for more accurate demand predictions at granular levels, by 

successfully modelling the intermittency and temporal interactions though LDS and Deep Learning respectively

v The Model is easily scalable due to parallel implementations using PySpark and GPUs

v Can be generalized for Forecast Solutions where the assumptions of Time Series Modelling fail. (Yields accurate 

results for Standard Time Series as well, however Traditional Forecast Models will yield faster results in those scenarios)

v Further Speed up Deep ARLDS to achieve online live forecasts

v Add a Segmentation Module which allows for training multiple Deep ARLDS models within the same category for 

varying within-category item behaviour  

Summary

Future Scope
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