


“Don’t make the assumption that things in
Spark just work, there Is a good chance
that Spark underneath the hood is going to (
do something unexpected”

)

Holden Karau
Apache Spark PMC

2017, BeeScala
Start query stages One or more Reoptimize
with dependency cleared unexecuted part

(no dep. or dep. finished) stages complete of the query

Yes No

DATAA O @adipglak




What can go wrong with Data flows”?
EVERYTHING

e new component logic
e new data source

e introducing incompatible schema
change

e Spark job runs twice, in parallel
e changing tables’ relationship keys

e accidentally delete yesterday’s
“events/ partition

e data duplication
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Testing is hard!

Distributed data systems with many moving parts

/

Mat Ryer
7 @matryer
| practice 'disagree and commit'.

| disagree with the failing tests and commit the code
anyway.

3:03 AM - Jun 13, 2022 - Twitter Web App

89 Retweets 14 Quote Tweets 1,081 Likes

N

~
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Unit testing
Integration testing
System testing
E2E ..
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Chaos Engineering Iin the
World of Large-Scale
Complex Data Flow

~Eij @adipeolak
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Chaos Engineering

Defining a steady-state
Acknowledging a variety of real-world events

Running manual experiments 1n production

Automating production experiments ( ’

DATA-AI @adi Pe lak
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#1 - Steady state

s s A
DevOps / SRE Data Engineer
« system’s throughput
. error rates « Data products requirements
- latency percentiles
- etc
N N J
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Data Product Requirements

« Data Quality
« Accuracy
* No duplications

- SLA

DATA-AI b @adi polak
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Data Duplication

# Read data from file

df = spark.read.parquet('s3a://bank_transactions/ts=123123123/")

# Some transformation over the data related to finance

updated_df =
updated_df.write.mode('append').parquet('s3a://bank_transactions/ts=123123123/")

DATA+AI
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#2 - Vary Real-world Events

s s A
Data Engineer
DevOps / SRE
« schema change
hardware failures like : « corrupted data record
. servers dying . datg variance ‘ ‘
« accidentally delete yesterday’s "events/
+ spike in traffic partition
N N J
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#3 — Run Experiments in Production

/

-

DevOps / SRE

Production machines and network

/

Data Engineer

i P <
Production data 10
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Experimental environment

On production data in production .. Y
4 I
experiment-2 > s3://data-repo/collections/foo *
vV
//7 s3://data-repo/main/collections/foo
1 diff
!
experiment-1 lakectl branch create \
lakefs://repoatesting-spark-3 \
--source lakefs://repoamain
/
/ "
/ diff
main >O ‘ >
\ %
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#4 — Automate Experiments to Run
COhtiﬂUOUSly in PI"Od & Minimize Blast Radius

a N
Data Engineer
DevOps / SRE
Discover weaknesses Manage Data lifecycle in stages
Life cycle/
- AN

DATA+AI
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Production data stages

p \
Development Deployment Production
Experimentation Version control Roll Back
Debug Best Practices & Data Troubleshoot
Collaborate Quality
- 4
DATA-AI  _ @adipolak
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What's the best
way to automate
data stages
propagation 1n
production?
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Branching Strategy

Like source control -
4 I

Add New
Data

Feature 5 v 001.parquet
Bronch — v 002.parquet

—

Merge changeset

X random.csv

N

Pre—Me,r‘ge Hook

\ J
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lakeFS — Git for Data

Challenge
O Quickly recover from an error

S lakectl revert mainAl

S lakectl branch create my-branch

@ Develop in Isolation
Troubleshoot
Atomic Update
Reprocess

DATA+AI
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S spark.read.parquet
(‘s3://my-repo/<commit_id>’)

S lakectl merge my-branch main

lakectl branch create new-logic
lakectl merge new-logic main

Uy Uy
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How Does lakeFS Work?

lokeFs Manageo( Bucket

e

. 5493143ad 487 259%adaa <
D 052242069848 7b46532 ]
. 00ab48dsA8949493acada <]

~J

B D 7998777 8aq8 778749

> ] 602693adada070976b24 o

[] 62398603293 79387284 ]

l;_ll!i;i

Commit

Commit 7
Main (Production) .‘ o
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What Does A Typical Environment Look
Like?

Commit >O @ Pre-merge hook Quality Check

Dirty Ingest Branch O
x

o N
Main (Production) Ceeye >*’ Nerye © ’

Dev Experimentation Branch (could be man V)O Commit \O \
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Cross-Data Collections Consistency with
lakeFS
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SAPACHE&

oark

Do we get to No. We wait until the

D e m O mess with him now?/ \ worst possible moment.




Recap

Adopting Principles of Chaos Engineering to data systems
Data Lifecycle Management stages
Git for Data

lakeFS
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What is lakeFS

lakeFS is an open-source tool that transforms your object storage into a Git-like repository. It enables you to
manage your data lake the way you manage your code.

With lakeFS you can build repeatable, atomic, and versioned data lake operations - from complex ETL jobs to data
science and analytics.

lakeFS supports AWS S3, Azure Blob Storage, and Google Cloud Storage as its underlying storage service. It is API
compatible with S3 and works seamlessly with all modern data frameworks such as Spark, Hive, AWS Athena,
Presto, etc.

For more information, see the official lakeFS documentation.
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