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Enterprises are still struggling to 
scale AI beyond 
experimentation

88% of corporate AI initiatives are 
struggling to move beyond test 
stages

Source: Artificial Intelligence, The Next Digital Frontier.  McKinsey Global Institute, 2017

“I have no 
quantification of 
the business 
impact of my AI 
solutions”

“My data scientists 
have developed 
some models, but I 
do not know if they 
always achieve the 
best possible 
solution”

“We find it difficult 
finding and hiring 
the right AI talent”

“My business users 
do not trust the 
results of my AI 
applications, and 
they do not get 
used”

“I have an analytics 
team that has 
executed multiple 
PoCs, but none of 
that has made it 
into production”

“We’ve deployed 
multiple algorithms, 
but we have not 
seen any 
improvement in our 
business KPIs”

Client Quotables



How to deliver AI at Scale…in Production
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Best practices for building accurate models 
are well 
understood... 

… but less so for building productive Data 
Science solution at scale.
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…that automate 
decisions.

…to build models…Use data…
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Deploy 
Model

Maintain 
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Pillars of AI Lifecycle - Datasets, Models…



…and Pipelines
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Kubeflow Pipelines

• Pre-built components: Just provide params or code snippets 
(e.g. training code)

• Create your own components from code or libraries
• Use any runtime, framework, data types
• Attach k8s objects - volumes, secrets

Containerized implementations of ML Tasks

• Specified via Python DSL 
• Inferred from data dependencies on input/output

Specification of the sequence of steps

• A “Run” = Pipeline invoked w/ specific parameters
• Can be cloned with different parameters

Input Parameters

• Invoke a single run or create a recurring scheduled pipeline

Schedules



Define Pipeline with Python SDK

Compile and Submit Pipeline Run



Kubeflow Pipelines with Tekton hits v1.0
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https://developer.ibm.com/blogs/kubeflow-pipelines-and-tekton-advances-data-workloads/


Tekton

q A PipelineRun defines an 
execution of a pipeline. It 
references the Pipeline to run.

q A Pipeline defines the set 
of Tasks that compose a 
pipeline.

q A TaskRun defines an 
execution of a task. It 
references the task to run.

q A Task defines a set of build 
Steps such as compiling code, 
running tests, and building and 
deploying images.
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POD

STEP

TASK

STEP STEP

POD
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q The Tekton Pipelines project 
provides Kubernetes-style 
resources for declaring CI/CD-
style pipelines.

q Tekton introduces several new 
CRDs including Task, Pipeline, 
TaskRun, and PipelineRun. 

q A PipelineRun represents a 
single running instance of a 
Pipeline and is responsible for 
creating a Pod for each of its 
Tasks and as many containers 
within each Pod as it has Steps.



Benefits of metadata and artifact tracking

Find out which data a model was 
trained on

Compare previous model runs

Carry-over state from previous models Re-use previously computed outputs



Artifact Tracking 
Artifacts for a run of the 
“Kaggle House Price” 
example pipeline. For 
each artifact, you can 
view details and get the 
artifact URL—in this case, 
for the model.



Lineage Tracking 
For a given run, the Pipelines Lineage Explorer lets you view the history and versions of your models, data, and more.



Kubeflow Pipelines on Tekton: Logs, Lineage Tracking and Artifact Tracking
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Kubeflow Pipelines with Tekton: Metadata and Artifact tracking
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Kubeflow Pipelines 
v2



Machine Learning Metadata in v1

MLMD service + MLMD writer

17

• Asynchronous process

• Preliminary data

• No way to use MLMD to do 
data passing for Pipeline Run

Pipeline Webserver

MLMD
Service

MLMD
DB

Pipeline Service

Kubernetes API

MLMD Writer



Machine Learning Metadata in v2
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• Integrate MLMD into pipeline 
execution

• Extend metadata, including 
pipeline status, parameters, 
artifacts, etc.

• Use MLMD in pipeline tasks

• Caching key calculation

• Source of truth of the Pipeline 
Run UI

Pipeline Webserver

MLMD
Service

MLMD
DB

Pipeline Service

Kubernetes API

Integrate MLMD with pipeline execution natively

Pod
Pod

Pod



Pipeline Spec in v1

Platform-dependent Pipeline Spec

• SDK generates Argo/Tekton YAML

• Pipeline UI only understands specific 
CR
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Workflow

PipelineRun



Intermediate Representation in v2

Agnostic Pipeline Spec

• SDK generates IR in YAML format

• Easy to interpret

• Speed up Low Code/No Code 
integration
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New UX for v2

• New v2 IR

• Retrieve Pipeline Run 
information from MLMD
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New Orchestration Controllers

22

Backend Compiler

• Encapsulate backend 
engines

• Hide the platform 
specific CR from users

KFP DSL

Pipeline Service

Smart Compiler è Smart Runtime 

KFP SDK

IR

Low Code/No Code

Backend Compilers



Smart Runtime
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• Gain more controls of 
the pipeline execution

• Easier to add features

• Natively integrate with 
MLMD

Driver/Executor/Publisher

Upstream Task

Downstream Task

MLMD
Service

MLMD
DB

Driver

Executor & Publisher

Parent DAG 
Context

Status
Outputs
Artifacts



Abstraction Layer for Orchestration Engines 
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• Communicate with 
orchestration engines with 
single interface

• Expand the support to 
other orchestration engines

Pipeline Service

Workflow PipelineRun

Argo Controller Tekton Controller

Abstract Interface

New CR

New Controller



Components
Roadmap

Components

A rich set of components from community and vendors.

Component/Pipeline Registry

KFP SDK can directly load the components from the registry as 
long as it follows a standardized protocol.

Low code/No code ML

Create E2E ML workflow via drag-and-drop
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ComponentsComponent
Registry

Low Code/
No Code

ML



Challenges for ML
Kubeflow Community Survey

Average life of a model in production
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> 6m
30%

6m ~ 3m
18%

3m ~ 1m
27%

1m ~ 1w
20%

< 1w
5%

How many iterations does it take to 
produce a production model

<5
17%

15 ~ 5
46%

50 ~ 15
27%

> 50
10%

Source: Kubeflow Community
https://www.youtube.com/watch?v=zR-Ji1VP3pI

https://www.youtube.com/watch?v=zR-Ji1VP3pI


Cont.
What percentage of your 2021 models were successfully deployed into 
production  and are delivering business values? 
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29%

21%19%

15%

16%
< 10%

25% ~ 10%

50% ~ 25%

75% ~ 50%

100% ~ 75%

Source: Kubeflow Community
https://www.youtube.com/watch?v=zR-Ji1VP3pI

https://www.youtube.com/watch?v=zR-Ji1VP3pI


Summary

• Embrace MLMD as first step toward MLOps
• https://github.com/kubeflow/pipelines/tree/master/third_party/ml-metadata

• Use IR or component-based strategy to compose ML pipelines
• https://www.kubeflow.org/docs/components/pipelines/sdk-v2/component-

development/

• Leverage abstraction layer to bring your orchestration engine to 
Kubeflow Pipelines
• https://github.com/kubeflow/pipelines/blob/master/backend/src/common/util/ex

ecution_spec.go#L51
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https://github.com/kubeflow/pipelines/tree/master/third_party/ml-metadata
https://www.kubeflow.org/docs/components/pipelines/sdk-v2/component-development/
https://github.com/kubeflow/pipelines/blob/master/backend/src/common/util/execution_spec.go
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