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Agenda Adapting to scale reliably

Our Journey and scaling 
pains 

Wins , current challenges 
and takeaways





Our Journey



Last Decade



Scaling Pains

Unreliable data

Long dev cycles

Overwhelming operations

Discoverability issues



Adapting to scale reliably

People

- Strong team 
alignment

Technology

- Self-serve 
platforms

- Automations

Process

- SW Dev practices
- Operational best 

practices



People



Triads

Product 
Management Architecture

Engineering



Technology



Technical Architecture



High Level Data Flow

Sources SSoTsIntegrations Destinations

Push | Pull Lakehouse | API Analytics | Operations Internal | External



Skateboards Vs Cars



Process



➔ Continuous 
Integration

➔ Continuous 
Development

Agile Workflow

➔ Unit Test

Project Planning and 
Grooming
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7. OPERATE

8. MONITOR

3. TEST

5. DEPLOY (STG) 6. RELEASE (PROD)

1. PLANNING4. BUILD

2. DEVELOP
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➔ Stage Deployment
➔ Stage Testing

➔ Analysis
➔ Development
➔ Documentation 

➔ Alerting
➔ Monitoring 

➔ SLO Metrics
➔ Data Quality
➔ Security Vulnerability

➔ Release Management
➔ Tagging
➔ Changelog 



Planning and Development



Project Planning 

Sprint
Planning

Sprint
Grooming

Sprint
Retro

Backlog
Review Sprint

Initiative

Epic 1 Epic 2

Story Task Story/ Task

Jira Agile Board

 Daily 
Scrum

Daily 
Scrum

Feature/Release Planning



Development 

Feature 
Branch

S3//<dev-bucket>/app_name/alex
Alex

Local Dev 
using IDE

Deploy Dev

Submit Job

Databricks Cluster

Main 
Branch

Angie

Feature 
Branch

Databricks Cluster

Submit Job

Deploy Dev

Local Dev 
using IDE

S3//<dev-bucket>/app_name/angie

JiraBitbucket



- Pipeline runs within 
expected threshold

- Resource usage is 
optimal

- Identify data skew 
joins

Testing

Performance Test

- Perform data load 
in lower 
environment

- Trigger 
downstream 
dependent tables

Integration Test

Users & 
downstream 
customers perform 
data validation and 
tests

User Acceptance

- Compare & validate

- Generate expected 
& actual results

- Test and verify

Unit Test

Dev Stage



Continuous Integration / Development



Build & Deploy

Pull Request

Creates

Build

Merge

Pipelines:
   Branches:
     Main:
      Parallel:
  

- step:
    name: Test Documentation
    scripts:

- step:
    name: Run tests
    scripts:

- step:
    name: Deploy to staging
    scripts: 

- make install
- make build
- make deploy stg

    

  

Branch

Bitbucket



Release & Change Management

Creates Release

git checkout main

git pull

make release

git push –follow-tags origin release/next

  

./bin/git_next

Deleted branch release/next 

Switched to a new branch 

'release/next'

npx standard-version

✔ outputting changes to CHANGELOG.md

✔ committing CHANGELOG.md

✔ tagging release v1.6.0  



Data Operations



       

SLA / SLO / SLI

Airflow AWS S3

Tables SLO

Tableau

SLO Dashboard

Define Measure Track

Data Availability & Reliability Metrics



Data Quality

Prophet (open source) based time 
series modelSQL based in-house DQ framework

Yoda Anomaly Detection



Security Vulnerabilities

Bitbucket RecommendationsAutomated Snyk Scanner

Scans

Creates Assign

Snyk

Bot Jira Service Owner

Bitbucket



Monitoring & Support Roles 

SignalFx Opsgenie On-Call

Opsgenie

On-Disturbed

?

?

(Data Scientist)

(Analyst)

!disturbed 
Please help 
answer the 
question?

Disturbed

On-call



Incident Management

Updates
Statuspage updates

Statuspage

Incident  ticket and collaboration

Post incident review process



Team Health

       Service / pipeline breaches and 
action itemsSLI/SLO breaches

     Critical vulnerabilities  with  due 
datesVulnerability funnel

    Post incident review due datesIncidents / Post review

      Alerts for % change in costResource usage & cost

   Alert metrics on frequency and 
volumeService/Pipeline alerts

Auto-generated Report



Summary



Wins

Dev cycles and cost reduced by 30%Quicker Insights

Distributed workloads Operations

Centralized metadata, up-to-date 
documentationDiscoverability

    Incident frequency reduced by 50%Reliability



Current Challenges

Centralization bottlenecks

Slower change velocity with dependencies

Communication and collaboration learning curve

Need for more training and education



Key Takeaways

Scale: Databricks, Centralization, 
Fivetran, Workato

Adaptation: Team alignment and 
empowerment, skateboards vs 
cars, agile practices 

Reliability: Tools, distributed and 
proactive roles

Continuous learning



Thank you!



Feedback
Your feedback is important to us

Don’t forget to rate and review the sessions


